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PROBABILITY

Classical Probability = n(A)
A = Event, S = Sample P(a) = n(S)
Odds in favour of n(A) P&
Event A n(S) —n(A) ~ 1-P(A)
: n(S) - (A) _1-P(A)
Odds against Event A T PA)

* PAAUB) =P(A) + P(B) -P(ANB)

. P(AUBUC)=P(A)+P(B)+P(C)—P(AnB)
—P(BnC)—P(AnC)+P(AanC)

* P(A%) =1-P(A)

* P(A°nB)=1-P(AUB)

* P(AnB) < P(A),P(B) < P(AU B) < P(A) + P(B)
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* Probability of occurrence of A given B has already
occurred represented as P(A/B) or P(A given B)

n(AnB) P(ANB)
n(B) -~ P(B)

A
P (E) i.e.P(AgivenB) =

P(BNA) = P(A) x P(B|A)

* In General, B C
P(ANBNC) = P(A) x P(K) x P(m)

Note : Two events are independent if,

P(%) = P(A) = P(A) x P(B) = P(A N B)

* Multiplication theorem only when order comes in play

* IfAandBareind., PA & PB are also independent

()L T
A7z pE) xP(Af)

n
Mean
Value/expectation EX) = Z(Xi p1)
i=1

Variance V(x) = E(X?) - [E(X)]z 56
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